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ABSTRACT
Alias analysis (AA) is a prerequisite for many compiler optimizations, which are crucial for performance especially for parallel and scientific software. AA is the subject of ongoing research, and compilers can in practice only approximate the alias information of a given program. In this paper we investigate the extent to which performance in high-performance computing (HPC) applications could be improved if better AA were available in LLVM, one of the most widely used compilers today.

To this end we present ORAQL, an optimistic (rather than conservative) AA pass for LLVM that determines AA queries that cannot be answered conclusively by existing techniques, and systematically explores which queries can be answered no-alias without breaking user-provided tests. While ORAQL does not result in provably correct programs and therefore should not be used to compile production code, it allows us to estimate the gap between current and ideal performance. By determining the AA queries that cause the majority of this gap, ORAQL may also guide developers toward beneficial modifications to AA or to HPC programs.

Our results show that the performance of HPC proxy applications across multiple programming languages and parallel programming models is not severely limited by AA when compiled with LLVM, although we show performance gains for some applications.

1 INTRODUCTION
Alias analysis (AA) is an often cited reason for performance, or the lack thereof. Blaming alias analysis allows one to justify differences in compiler effectiveness, the runtime gap between “low”- and “high”-level languages [28], missing transformations, and other hard-to-explain behaviors. Alias analysis is undecidable [26] and at the same time crucial for performance in some cases. It is thus not surprising that compilers and programming languages have adopted ways to reason about aliasing and the absence of it, such as strict aliasing rules and “restrict” annotations in C/C++, pointer and target attributes in Fortran, the -f(no)-alias command line option in Intel’s ICC, and seven alias analyses in LLVM 14 (Basic, ScopedNoAlias, TypeBased, ObjCARC, Globals, CFLAnders, CFLSteens).

In this work we develop a generic methodology to analyze and attribute the effect of alias analysis queries, and we provide a way to estimate the achievable performance with (almost) optimal alias information. We apply this methodology to proxy applications that are routinely used in the literature to represent scientific computing workloads. This allows us to estimate the potential performance gains that could be achieved by more accurate alias analysis for high-performance computing (HPC) applications.

In addition to determining the overall efficiency gap, we can automatically pinpoint the alias queries responsible for the most severe performance degradation in these programs. Further, our approach allows us to measure how different programming languages and parallelization extensions are impacted by alias information. This is particularly interesting since our test set contains C, C++, and Fortran applications, which have different aliasing rules whose effect on performance has been the subject of discussion (see, e.g., [28]).

In contrast to classical alias analyses that attempts to guarantee the absence of aliasing (or dependencies) through static, dynamic, or hybrid reasoning, ORAQL does not yield a sound result for all possible program inputs. Instead, we ensure that the output for a set of user-provided inputs does not change or still satisfies some other user-defined criterion. In some cases, we had to relax the requirement that the output is completely unchanged because roundoff was causing slight fluctuations in the result even without using ORAQL. In these cases we test only the most significant digits in the output that are stable across runs. Hence, our optimistic alias query responses are either probably correct or effectively irrelevant for the given set of user inputs, and we cannot reason about inputs not in the set. We note that it is also possible that ORAQL introduces nondeterminism in the program, which may cause the program to succeed in our test for a particular input, then fail for the same input when executed again or on a different system. We have not observed this behavior during our experiments and have consistently found the same final decision sequences and obtained consistent outputs when using the compiled executables afterwards, but there is no guarantee for this in general. As such, ORAQL is not a static program
analysis to be used in a production run but rather a development tool to determine the impact of imperfect alias information, as well as locations where potential aliasing degrades performance.

The rest of this paper is structured as follows. In Section 2 the contributions and limitations are clarified before some necessary background is discussed in Section 3. The design of ORAQL is explained in Section 4. An evaluation of ORAQL on seven HPC proxy applications in different configurations is provided in Section 5 followed by a summary in Section 6 of the lessons learned. Related work is discussed in Section 7, and the paper ends in Section 8 with a summary of possible use cases for ORAQL and a brief discussion of future work.

2 CONTRIBUTIONS AND LIMITATIONS

This work introduces ORAQL, a tool to automatically identify (almost) perfect alias information for a given program on a given set of inputs. The main contributions are as follows.

- The ORAQL tool, consisting of an LLVM alias analysis pass, a driver, and a test script. The fully automatic tool takes a program, compilation instructions, and a test suite to produce (almost) perfect alias query responses.

- A program, generated by ORAQL, compiled with (almost) perfect alias information. Additionally, if requested, ORAQL will generate a report identifying the optimistically and forced pessimistically answered alias queries. These queries are associated with source lines, where possible, and with the passes that issued them.

- An evaluation of ORAQL on seven HPC proxy applications. Four of these applications are evaluated in different configurations. Some configurations utilize OpenMP, Kokkos, or MPI, while others are reimplementations in different programming languages.

ORAQL is a research prototype with limitations, including the following.

- ORAQL is not a program analysis for everyday use. The results are meaningful only for predetermined inputs and the tested compiler (version). However, LLVM-based (vendor) compilers can be compatible if they choose to be.

- The user is required to provide a configuration file that could be automatically generated from common build, test, and profiling steps, for example, using cmake.

3 BACKGROUND

The LLVM compiler contains a large number of passes that are called one after another by the pass manager. Passes may be analysis or transformation passes. Both types of passes may utilize analysis information computed by previous passes, for example to improve their own precision or effectiveness. Likewise, passes may affect subsequent passes, for example by providing additional analysis information, invalidating previously available information during a code transformation, or changing the code structure in a way that enables or simplifies subsequent analyses.

Since passes must be conservative and both runtime efficient and memory efficient, they often implement heuristics whose effectiveness depends in nonintuitive ways on the available information and thus on the order in which passes are executed. Therefore, a more precise (or more optimistic) alias analysis may lead to performance improvements, for example by enabling beneficial transformations, or may lead to performance degradation, for example by enabling a transformation that then prevents other, more beneficial transformations from occurring. More information may in some cases not have a noticeable effect on overall performance, for example because the information does not actually enable additional impactful transformations or enables transformations in code paths that are never or rarely taken. Similarly, optimistic information might be used by an analysis, for example, memory SSA [21], but its result may or may not impact an actual transformation. In summary, more (optimistic) information does not guarantee any change to the executable, nor do changes imply better performance.

The goal of alias analysis is to determine whether two pointers alias—in other words, whether they point to the same or overlapping memory addresses. Alias analysis typically results in one of three answers: must-alias, which means that two pointers are guaranteed to point to the same or overlapping memory, no-alias, meaning that they are guaranteed not to point to the same or overlapping memory, and may-alias, indicating that their alias status was not determined with certainty. Note that every pointer pair either does or does not alias, and a may-alias response is a pessimistic answer indicating the lack of precise knowledge. In contrast, we consider no-alias to be the best case because it has the greatest chance of enabling subsequent transformations. This is because not all existing LLVM alias analysis passes are able to determine must-alias, and consequently must-alias results are not exploited by many transformations. Answering no-alias, even in the absence of sound guarantees, is therefore likely the most optimistic option.

Alias analysis in LLVM is lazily called when alias information is required for a certain pointer pair. The pass manager calls one alias analysis pass at a time in a predetermined order. A result is returned as soon as a pass in the list responds with a definite no-alias or must-alias answer. Otherwise, may-alias will be returned. Thus, may-alias is the pessimistic fallback if all passes in the list have responded may-alias. By appending the ORAQL alias analysis pass (see Section 4.1) to the end of this list, we ensure that we act only on the alias queries that cannot be analyzed by other passes.

4 APPROACH

ORAQL is implemented as a collaboration of three components: an alias analysis pass within LLVM, a probing driver, and a verification script, the latter two implemented in Python.

4.1 ORAQL Alias Analysis Pass

"Alias analysis pass" is actually a misnomer, since no analysis is performed. Rather, the pass answers queries solely according to a predetermined decision sequence. The ORAQL pass is appended as the final alias analysis pass in the LLVM pass manager, meaning that ORAQL responds only to those queries that cannot be conclusively answered by any of the previously existing alias analysis passes.

Each alias query in LLVM consists of a pointer pair—representing the two memory addresses whose alias status is in question—as well as a location description for each pointer, which controls whether the query is just about the exact memory address or a larger range. To reduce the length of decision sequences that need to be probed,
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4.2 ORAQL Probing Driver

The probing driver depends on a benchmark-specific file that determines the compiler frontend (Clang, Clang++, various MPI wrappers, etc.), compiler flags, and the exact files or functions to which optimistic probing is applied. The file also specifies a reference output file that is used by the verification script.

The probing driver starts by compiling and running the program with a deactivated ORAQL pass and calls the verification script to ensure a correct compilation and runtime behavior. Then, the driver attempts to answer all queries optimistically by activating the ORAQL pass with an empty decision sequence (which causes all queries to be answered with no-alias). If this succeeds, the driver reports this fact and returns.

If the verification script reports an error, the driver will determine the current query sequence length based on the reported number of unique queries from the pass and will recursively bisect in order to identify the queries that have to be answered conservatively for the tests to pass. In our preliminary experiments we found that most queries can be answered optimistically without breaking the compiled programs. In such a case, a recursive strategy is superior to one where each query is tested individually. Figure 1 gives an overview of the collaboration between ORAQL components, as well as their interaction with other LLVM passes, and Figure 3 illustrates recursive probing for a small example.

To reduce the number of tests that need to be executed, the driver stores hashes of all previously seen executables, along with their test results. If a decision sequence leads to an executable that is bit-identical to a previously seen one, the test is skipped, and the previous result is returned from cache.
We implemented two bisection strategies, as illustrated in Figure 2. Preliminary experiments showed that queries that break the tests if answered optimistically are often clustered together. For this reason, the probing sequence can influence the time it takes to discover a maximally optimistic sequence.

We note that our driver attempts to maximize the number of optimistic queries without measuring or modeling the performance impact of each query. Furthermore, any greedy search strategy, such as the ones implemented in our driver, is not guaranteed to find a global optimum. For example, replying optimistically to one query may preclude an optimistic answer to a more beneficial query if answering both of them optimistically will break the program. For this reason we refer to the final decision sequence discovered by the probing script as almost optimal. Global optimization would require not only checking each query individually but also checking every combination of alias responses.

4.3 ORAQL Verification Script

Before running ORAQL, the user has to obtain a reference output. We did so by compiling each benchmark with LLVM without ORAQL. All our benchmarks print relevant figures to the standard output and in most cases self-diagnose with a checksum of their final result, allowing us to use the stdout of our benchmarks for verification purposes. However, we observe that the output of our benchmarks varies slightly between runs. For example, most benchmarks report a runtime (which is noisy and changes each time), and the checksums and printed numbers may differ slightly between test case variants and on different machines. For example, the LULESH test case creates a different-size mesh depending on the number of MPI ranks and whether or not OpenMP is used, and some test cases show slight numerical variations in the least significant digits of the printout between runs even when ORAQL is not used. We therefore created multiple reference outputs for some test cases and use regular expressions where appropriate to ignore certain parts of the output during verification. If desired, a user can replace the call to the regular expression matcher with a custom callback function that uses other criteria to check the validity of the output, for example to check whether some number in the output is within a certain range. We note that our tests use only concrete inputs and do not necessarily cover all parts of the executable. Therefore, some optimistic alias responses will affect code paths that are not executed and will thus not affect performance.

4.4 Static Impact Identification

Many programs can be successfully verified with significant optimistic knowledge. Therefore, it is often more informative to identify and inspect the “true aliases” that caused ORAQL to respond to a query pessimistically. The ORAQL compiler pass offers four flags to dump information about the decisions in a way that affected the program output. Any cached version of the query might have resulted in the change that caused the verification failure. Dotted arrows represent outcomes that were deduced from nearby queries.

Figure 3: Probing in ORAQL driver. The top row represents unanswered queries passed to ORAQL. Most of them, represented by white squares, can be answered optimistically without failed tests, while a few queries, represented by red squares, cannot. ORAQL recursively refines the responses to pinpoint those “dangerous” queries. Dotted arrows represent outcomes that were deduced from nearby queries.

interesting to put them into context. We leverage existing LLVM functionality to associate the ORAQL output with the analysis or transformation pass that requested it. As an example, Figure 4 shows all four pessimistically answered non-cached queries for the TestSNAP OpenMP version (see Section 5.1), as well as the pass that queried them. The latter is determined as the last pass that was executed before the queries were printed. LLVM allows the printing of pass names prior to their execution with the -debug-pass=Executions flag. Note that because of the caching of queries in the pass, the initial queries might not be the ones that caused a verification failure if answered optimistically in isolation. Put another way, the pass that queried a pessimistic response first might not be the one that acted on the otherwise optimistic information in a way that affected the program output. Any cached version of the query might have resulted in the change that caused the verification failure.

4.5 Multitarget Compilation

The prevailing compilation model for accelerators uses a single source file containing host and device code. That usually means compilers run multiple times on a source file, once per target architecture. To simplify the use of ORAQL for offloading (e.g., CUDA and OpenMP offload), we introduced the command line flag -opt-aa-target=<target-sub-string>, which restricts ORAQL to a given architecture. If ORAQL is used for both parts, we currently cannot adjust the decision sequence between the different compilations run of the same file. Effectively, ORAQL will reuse the decision sequence for all targets, which will lead to a pessimistic intersection of all of them.

5 EVALUATION

We evaluated ORAQL across 7 HPC proxy applications, most of them in various configurations. Overall, we utilized four different parallel programming models as well as four programming languages in our experiments. The experiments included host and
Figure 4: ORAQL debug output, during the compilation with OpenMP enabled, of the main source file of TestSNAP (see Section 5.1), showing a pessimistically answered queries. The first line shows the pass that issued the queries, here global value numbering (GVN). The following lines show response kind, cache status, the two pointers and the location description, and other information if available such as containing function or line number of pointer origination.

Table 1: Statistics for all benchmarks. The # Opt. and # Pess. columns count the optimistic or pessimistic answers in the final decision sequence, respectively. The right columns count the overall no-alias responses across all passes (not just ORAQL).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Programming Model</th>
<th>Source Files</th>
<th># Opt. Queries</th>
<th># Pess. Queries</th>
<th># No-Alias Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Unique</td>
<td>Unique</td>
<td>Original ORAQL</td>
</tr>
<tr>
<td>TestSNAP C++</td>
<td>sna</td>
<td></td>
<td>30101</td>
<td>38076</td>
<td>44259</td>
</tr>
<tr>
<td>TestSNAP C++, OpenMP</td>
<td>sna</td>
<td></td>
<td>3856</td>
<td>12514</td>
<td>19152</td>
</tr>
<tr>
<td>TestSNAP C++, Kokkos, CUDA</td>
<td>sna</td>
<td></td>
<td>9110</td>
<td>54192</td>
<td>118623</td>
</tr>
<tr>
<td>TestSNAP Fortran</td>
<td>(all manual LTO)</td>
<td></td>
<td>32810</td>
<td>52539</td>
<td>377862</td>
</tr>
<tr>
<td>XSBench C</td>
<td>Simulation</td>
<td></td>
<td>415</td>
<td>168</td>
<td>9954</td>
</tr>
<tr>
<td>XSBench C, OpenMP</td>
<td>Simulation</td>
<td></td>
<td>546</td>
<td>1294</td>
<td>12131</td>
</tr>
<tr>
<td>XSBench CUDA, Thrust</td>
<td>Simulation</td>
<td></td>
<td>3731</td>
<td>16734</td>
<td>33312</td>
</tr>
<tr>
<td>GridMini C++, OpenMP Offload</td>
<td>Benchmark_su3</td>
<td></td>
<td>86</td>
<td>6809</td>
<td>8969</td>
</tr>
<tr>
<td>Quicksilver C++, OpenMP</td>
<td>all (manual LTO)</td>
<td></td>
<td>31312</td>
<td>68542</td>
<td>135504</td>
</tr>
<tr>
<td>LULESH C++</td>
<td>lulesh</td>
<td></td>
<td>30810</td>
<td>188826</td>
<td>416371</td>
</tr>
<tr>
<td>LULESH C++, OpenMP</td>
<td>lulesh</td>
<td></td>
<td>29981</td>
<td>128537</td>
<td>195724</td>
</tr>
<tr>
<td>LULESH C++, MPI</td>
<td>lulesh</td>
<td></td>
<td>28832</td>
<td>160032</td>
<td>356965</td>
</tr>
<tr>
<td>MiniFE C++, OpenMP</td>
<td>main</td>
<td></td>
<td>6592</td>
<td>10852</td>
<td>134567</td>
</tr>
<tr>
<td>MiniGMG C, OpenMP</td>
<td>operators.ompif</td>
<td></td>
<td>36080</td>
<td>23235</td>
<td>124431</td>
</tr>
<tr>
<td>MiniGMG C, OpenMP tasks</td>
<td>operators.omptask</td>
<td></td>
<td>33007</td>
<td>21845</td>
<td>121110</td>
</tr>
<tr>
<td>MiniGMG C, SSE intrinsics</td>
<td>operators.sse</td>
<td></td>
<td>36166</td>
<td>32529</td>
<td>116700</td>
</tr>
</tbody>
</table>

In the following we introduce the benchmarks and discuss their performance with and without ORAQL. The results are also summarized in Table 4 and in Section 6. Depending on the ORAQL results, we performed different follow-up investigations rather than a simple performance comparison across the board. One of our goals is to show how different insights can be derived via ORAQL since the actual results will inevitably depend on the user code and compiler being used. Thus, the data is a snapshot in time rather than a fundamental property of the benchmarks or compiler.

5.1 TestSNAP

TestSNAP is a proxy for the SNAP force calculation in the LAMMPS molecular dynamics package [6, 33–35]. It contains synthetic inputs (atom positions) and reference outputs (forces on atoms) for different SNAP models and performs a force calculation before reporting grind time (msec/atomstep) and RMS force error (eV/A).

We used four versions of TestSNAP for our experiments not only to show the applicability of ORAQL but also to determine how much the programming language or parallel programming model impacts the result. The first three versions are C++ based: a sequential one, an OpenMP parallelized one, and a Kokkos version executed through the CUDA backend on an NVIDIA A100 GPU. For all versions we run ORAQL only on the sna.cpp file that contains the main computation kernel. The fourth, a Fortran version, is compiled with LLVM/Flang from the "fir-dev" branch. We used the math library distributed with the legacy Flang compiler (https://github.com/flang-compiler/flang.git). All source files have been compiled into LLVM-IR without explicit optimizations. We then
While the GVN pass was the first to issue these four queries, it might not have been the pass that acted on them in a way to invalidate their static properties due to optimistic information. The differences, summarized in Table 3, affect the number of required registers as well as the stack frame size in bytes. Given the rather small scale of the changes and the missing impact on kernel performance, so far we have not isolated the root causes for these.

**TestSNAP – OpenMP** The OpenMP version of TestSNAP required four queries to be answered pessimistically for the verification to pass. All four originate from the parallel region inside SNA::compute_deidr j that was outlined by the OpenMP frontend. The first two compare the implicit this pointer argument of the C++ class SNA with the dptr (data pointer) variable of the employed array abstractions. The third query involves two SNAcomplex pointers loaded from different dptr instances, and the last one is concerned with two loop-carried accesses to arrays of SNAcomplex values. While the GVN pass was the first to issue these four queries, it might not have been the pass that acted on them in a way to invalidate verification because ORAQL will serve cached results later on. The initial four pessimistic queries were reused 265 times later on.

In contrast to the sequential version, we observed a significant drop in the number of executed instructions, as reported by perf, for the optimistically optimized version. With 160 iterations (set via -ns 160) the original version executed $934.4 \times 10^9$ instructions while the optimistic one required $860.9 \times 10^9$, a reduction of roughly 8%. However, the absolute performance improvement of 1% is within the standard derivation of our 11 runs.

**TestSNAP – Kokkos – CUDA** For the TestSNAP Kokkos version we used the CUDA backend and targeted an NVIDIA A100 GPU. We used ORAQL only for the device compilation; thus CPU code was unaffected. All 63,302 queries were optimistically answered; 9,110 of these were unique. In our experiments we did not observe an impact on the kernel performance. However, for 7 out of the 44 kernels generated during the compilation, we observed changes in their static properties due to optimistic information. The differences, summarized in Table 3, affect the number of required registers as well as the stack frame size in bytes. Given the rather small scale of the changes and the missing impact on kernel performance, so far we have not isolated the root causes for these.

**TestSNAP – Fortran** Alias analysis has been reported as an important area during the development of "legacy Flang" as well as LLVM/Flang [19]. TestSNAP in particular was used by the LLVM community to perform preliminary performance studies with the "new" LLVM/Flang compiler [22, 38]. An existing experiment already identified aliasing as a performance bottleneck, at least given the LLVM-IR currently emitted by LLVM/Flang (or, more precisely, the "fir-dev" development branch) for a manually modified version of TestSNAP [23]. Since the authors did not have access to ORAQL, they manually modified LLVM’s alias analysis to be optimistic. As full optimism did cause verification problems, only “interesting” translation units were compiled optimistically, resulting in a reported $2.14 \times$ speedup for a modified input program.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Pass</th>
<th>Property</th>
<th>LLVM Statistics Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>XSbench - C++</td>
<td>asm printer</td>
<td># machine instructions generated</td>
<td>1763</td>
</tr>
<tr>
<td>XSbench - CUDA</td>
<td>early CSE</td>
<td># instructions eliminated</td>
<td>1482</td>
</tr>
<tr>
<td>TestSNAP - Kokkos</td>
<td>asm printer</td>
<td># machine instructions generated</td>
<td>8573</td>
</tr>
<tr>
<td>TestSNAP - Fortran</td>
<td>asm printer</td>
<td># machine instructions generated</td>
<td>57020</td>
</tr>
<tr>
<td>TestSNAP - Kokkos</td>
<td>LICM</td>
<td># loads hoisted or sunk</td>
<td>728</td>
</tr>
<tr>
<td>TestSNAP - Fortran</td>
<td>LICM</td>
<td># loads hoisted or sunk</td>
<td>70</td>
</tr>
<tr>
<td>GridMini</td>
<td>LICM</td>
<td># loads hoisted or sunk</td>
<td>4</td>
</tr>
<tr>
<td>Quicksilver</td>
<td>loop deletion</td>
<td># deleted loops</td>
<td>2</td>
</tr>
<tr>
<td>Quicksilver</td>
<td>DSE</td>
<td># stores deleted</td>
<td>6</td>
</tr>
<tr>
<td>Quicksilver</td>
<td>GVN</td>
<td># loads deleted</td>
<td>45</td>
</tr>
<tr>
<td>Quicksilver</td>
<td>LICM</td>
<td># loads hoisted or sunk</td>
<td>5</td>
</tr>
<tr>
<td>Quicksilver</td>
<td>register allocation</td>
<td># register spills inserted</td>
<td>780</td>
</tr>
<tr>
<td>MiniFE</td>
<td>SLP</td>
<td># vector instructions generated</td>
<td>139</td>
</tr>
<tr>
<td>MiniGMG - OpenMP</td>
<td>loop vectorizer</td>
<td># vectorized loops</td>
<td>9</td>
</tr>
<tr>
<td>MiniGMG - OpenMP</td>
<td>loop vectorizer</td>
<td># vectorized loops</td>
<td>9</td>
</tr>
<tr>
<td>MiniGMG - SSE</td>
<td>loop vectorizer</td>
<td># vectorized loops</td>
<td>11</td>
</tr>
<tr>
<td>MiniGMG - SSE</td>
<td>loop vectorizer</td>
<td># vectorized loops</td>
<td>11</td>
</tr>
<tr>
<td>MiniGMG - OpenMP</td>
<td>LICM</td>
<td># loads hoisted or sunk</td>
<td>208</td>
</tr>
<tr>
<td>MiniGMG - OpenMP</td>
<td>LICM</td>
<td># loads hoisted or sunk</td>
<td>215</td>
</tr>
<tr>
<td>MiniGMG - SSE</td>
<td>LICM</td>
<td># loads hoisted or sunk</td>
<td>202</td>
</tr>
</tbody>
</table>

Table 2: Selection of statistics reported by -mllvm -stats for the original and ORAQL compilations.
We followed the same steps to build LLVM/Flang (or, more precisely, the “fir-dev” development branch) but then diverted from their experimental setup. For one, we linked all LLVM-IR files obtained without optimization together into a single module. This is effectively a unity or manual LTO build. We then ran ORAQL and found that the fully optimistic version fails verification, but we determined that 237 unique queries (306 with cached responses) need to be answered pessimistically to succeed in tests.

In our performance evaluation we observed that the optimistically optimized version improves end-to-end time for the 2d_mms_exe .inp input by 5%. Inspecting the results, we noticed that the speedup is located in the setup stage of the proxy app and not the main computation kernel. Hence, the figure of merit for the benchmark is unaffected. In contrast to the existing experiment, we did not manually modify the input (which inflates the setup stage artificially) nor did we manually modify the LLVM-IR by hoisting the address computation. As with any transformation, the latter might expose new opportunities for optimistic alias information to make an impact.

### 5.2 XSBench

XSBench [36] is a mini-app that represents the workload of OpenMC, a Monte Carlo neutron application. We applied our ORAQL method to the Simulation file since it contains the entire compute kernel. We ran three versions of XSBench—sequential, OpenMP, and CUDA—all of which require the same twelve pessimistically answered queries. ORAQL does not result in significant performance differences in the versions. One can see that the OpenMP version caused more aliasing queries, which is not surprising given the induction introduced by any parallelism implementation. The CUDA version is different in that it utilizes the (mostly header-) library NVIDIA Thrust. The large increase in alias queries can be attributed to layers of indirection in that library.

### 5.3 GridMini

GridMini is a simplified version of Grid [4], a C++ lattice quantum chromodynamics (QCD) library developed for highly parallel computer architectures. Lattice QCD simulates the strong interactions of quarks and gluons on a four-dimensional discrete space-time grid and provides insights in nuclear and particle physics.

In our test we ran the SU3 benchmark of GridMini with the OpenMP offloading backend on an NVIDIA A100 GPU. To simplify the kernel time comparison, we modified the benchmark and evaluated the performance for an L value of 60 only. In total, 86 unique alias queries during device-side compilation were answered optimistically; none were answered pessimistically. The 45 queries originated from GVN, 34 from Memory SSA, three from Dead Store Elimination (DSE), and four from the machine code sinking pass.

While measuring kernel performance we observed a 7% slowdown compared with the non-optimistic version. While it is not totally unexpected to see performance degradation originating in additional static information [9], the large drop is surprising. However, it is known that heuristics employed in LLVM are less mature for GPUs. As an example, jump threading is disabled for GPU architectures because of the lack of a reasonable cost function and the realistic chance to significantly degrade performance. The SU3 benchmark is a fairly simple kernel, which is why only seven non-alias analysis passes reported statistic outputs with more than 1% difference compared with the non-optimistic run.

### 5.4 Quicksilver

Quicksilver [27] is a proxy app that models the behavior of Mercury [25], which is a code for Monte Carlo transport calculations. The performance of Quicksilver and Mercury is dominated by branching as well as large numbers of small, latency-bound memory loads. Both codes use domain decomposition and node-to-node communication. We experimented with Quicksilver and obtained a fully optimistic version without any pessimistic alias query responses. The runtime is impacted slightly, but we do not trust the current results because Quicksilver is unexpectedly and significantly impacted by the file name of the executable.\(^1\)

In total, 15 different passes are provided with optimistic alias information, although some, like the memory SSA pass, will further distribute the processed results. With 61%, most optimistic queries were in fact originating from the memory SSA pass [21], followed by GVN with 18%, loop load elimination with 6.7%, memcpy optimization with 5.5%, and loop-invariant code motion with 2.8%. The remaining 5.8% are spread across 10 more passes. The selection of impacted statistics, shown in Table 2, includes improvements commonly assumed with better alias analysis, for example, improved load and store elimination as well as increased load hoisting and sinking out of loops. The positive impact on register allocation, namely, fewer spilled variables, is harder to associate as a direct

---

\(^1\)We consistently observed a 3X slowdown when the executable was named qs_final1 compared with the default qs. We saw similar performance differences between otherwise identical machines. At this time we cannot explain either.
effect. In fact, it might simply result from the deletion of code, for example, the 53 loops that are now eliminated.

### 5.5 LULESH

LULESH, the Livermore Unstructured Lagrange Explicit Shock Hydro benchmark app, is a simplified test problem to model hydrodynamics workloads [17]. With hundreds of citations, LULESH has been used to evaluate a variety of software analysis or performance optimization and portability techniques and has been ported to many different programming languages and parallel programming models [16]. We apply ORAQL to the C++ version in its sequential, OpenMP, and MPI variants. In all these versions we focus on the functions that are included in the timed part of the benchmark, which excludes auxiliary functions such as setup and cleanup.

LULESH cannot be successfully executed when compiled fully pessimistically. ORAQL does, however, reduce the overall number of no-alias responses by over 60% in all cases, and for the OpenMP variant almost by a factor of 2 without changing the displayed result. Even so, the runtime is barely affected. For the sequential version of LULESH, the initial and final executables take 18.66 s and 18.51 s, respectively. For OpenMP, the time is 4.18 s vs 4.12 s, and for MPI (running a larger problem) the time is 47.6 s vs 47.7 s.

### 5.6 MiniFE

MiniFE [14] is a mini-app from the Mantevo [13] benchmark suite and is designed to model implicit unstructured finite element solvers. In this paper we evaluate ORAQL on the “optimized” OpenMP version (openmp-opt). We experienced problems running the CUDA version compiled with Clang and therefore avoided the GPU ports.

The results of the optimistically optimized OpenMP version are in line with other results we have obtained. The number of additional no-alias results increased slightly, similar to the XSbench OpenMP version. At the same time we found a nontrivial number of alias queries that need to be answered pessimistically. The performance was not impacted, but the optimization statistics show the trend observed before: more loads are hoisted, and more vectorization is employed.

### 5.7 MiniGMG

MiniGMG [39] is a benchmark that models the code structure of geometric multigrid solvers, which are an important class of linear equation system solvers. We focus on the code versions ompif (using OpenMP worksharing loops), omptask (using a mix of OpenMP worksharing loops and tasks), and sse (using intrinsics for explicit vectorization on SSE instruction sets). For all these versions, we apply ORAQL to the operators.xxx.c file, which includes the timed kernel functions of the benchmark.

The compilation instructions of miniGMG are written with the Intel C compilericc in mind and contain the compiler options -fno-alias -fno-fnalias, which are Intel-specific options to globally assume no aliasing. This option essentially acts like ORAQL with a fully optimistic decision sequence, but without allowing fine-grained per-query control.

---

3https://crd.lbl.gov/divisions/amcr/computer-science-amcr/par/research/previous-projects/miniGMG/

---

3https://github.com/jhueckelheim/ORAQL

### 6 LESSONS LEARNED

Alias information is always thought of as crucially important for performance. Similarly, the lack of good alias information is often used to justify inefficiencies. While we cannot make a general statement about the role of alias information across all compilers and program domains, we find that it is not the bottleneck (or at least not the only one) for HPC proxy applications compiled with LLVM. Even when parallel programming models are used to utilize multicores or accelerators, which generally add indirections that are hard or impossible for compilers to reason about, we found little speedup from (almost) perfect alias information in our test cases. In other words, performance barely improves compared with the state of the art even if all memory reference pairs are marked correctly as must-alias or no-alias.

Since ORAQL is openly available and (we hope) soon integrated properly into LLVM, we expect that future studies can build on this method to explore the effect of aliasing for applications other than HPC proxy apps. Our study may also point at other transformations or analyses that need to be developed in order to actually benefit from better alias information, if it was available.

### Table 4: Speedup or slowdown obtained with ORAQL

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Programming Model</th>
<th>ORAQL Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>TestSNAP</td>
<td>C++</td>
<td>3.6%</td>
</tr>
<tr>
<td>TestSNAP</td>
<td>C++, OpenMP</td>
<td>1.0%</td>
</tr>
<tr>
<td>TestSNAP</td>
<td>C++, Kokkos, CUDA</td>
<td>0</td>
</tr>
<tr>
<td>XSbench</td>
<td>all versions</td>
<td>0</td>
</tr>
<tr>
<td>GridMini</td>
<td>C++, OpenMP Offload</td>
<td>-7%</td>
</tr>
<tr>
<td>Quicksilver</td>
<td>C++, OpenMP</td>
<td>[inconclusive]</td>
</tr>
<tr>
<td>LULESH</td>
<td>C++</td>
<td>0.8%</td>
</tr>
<tr>
<td>LULESH</td>
<td>C++, OpenMP</td>
<td>1.4%</td>
</tr>
<tr>
<td>LULESH</td>
<td>C++, MPI</td>
<td>-0.2%</td>
</tr>
<tr>
<td>MiniFE</td>
<td>C++, OpenMP</td>
<td>0</td>
</tr>
<tr>
<td>MiniGMG</td>
<td>C, SSE intrinsics</td>
<td>3.4%</td>
</tr>
<tr>
<td>MiniGMG</td>
<td>C, OpenMP tasks</td>
<td>1%</td>
</tr>
<tr>
<td>MiniGMG</td>
<td>C, OpenMP</td>
<td>8.3%</td>
</tr>
</tbody>
</table>

Most test cases show a modest performance improvement, with a maximum of over 8% for MiniGMG. The GridMini test case shows a 7% performance degradation. The Quicksilver timing results are inconclusive, due to excessive runtime fluctuations in our experiments regardless of ORAQL usage.
For HPC developers that utilize LLVM directly, our results are not necessarily negative. One could argue that LLVM is able to determine all important alias relations already, potentially with the help of annotations, for example, restrict, and command line options, for example, -fstrict-aliasing, both of which we have seen being used in the explored proxy applications. At the same time we note the requirement for pessimistically answered alias queries. Even if they are few in number, such queries will always prevent us from ignoring aliasing altogether (like the Intel -fno-alias flag does for testing purposes). This is especially true since real applications are often orders of magnitude larger than the proxy apps we have evaluated here.

7 RELATED WORK

ORAQL can be seen as an extension of the PETOSPA project [9], which performed optimistic program annotations (including for alias information) combined with probing and testing. There are technical differences, and different insights were gained: In contrast to the PETOSPA equivalent we do not perform explicit modification of the source code (here LLVM-IR code). Instead, ORAQL responds to C++ alias analysis queries as a last resort alias analysis. This allows us to encode fine-grained alias information in the IR, which is not possible through source annotations. Moreover, the existing encoding mechanisms for alias information in LLVM-IR either are coarse grained (e.g., the noalias attribute PETOSPA employed for argument pointers) or have nonlinear scaling behavior. The scaling can lead to problems even in relatively small programs [19].

Also, unlike previous work, we focus on the effect of aliasing on parallel programming models, on different execution models, and across languages, as well as programming abstractions present in HPC, even though the tool could be deployed in other domains.

The previous works on optimistic (or, in their words, speculative) alias analysis used dynamic recovery strategies, for example [2, 12]. These works do not consider parallel programs including OpenMP, MPI, CUDA, or Kokkos. Also, they insert recovery strategies to prevent the compiled programs from breaking, which are useful for running the programs in practice but have a runtime overhead that makes it hard to measure potential performance gains that could be achieved by better static analysis or code annotation. Also, these works are not recent and did not consider accelerators.

A more recent and somewhat similar idea is presented in [3], where the authors propose optimistic static analysis combined with dynamic runtime checks. Unlike the (potentially expensive) recovery strategies in the aforementioned works, the dynamic checks are only guaranteed to catch errors (and cause the program to abort), and the authors demonstrate that there are a finite number of failure conditions that can trigger aborts, meaning that eventually (after fixing all the bugs revealed by dynamic checks), the program will be correct. Dynamic checks solely for the purpose of detecting but not recovering from bugs has been previously shown within a Fortran research compiler [20]. Other work has discussed optimizations enabled by runtime alias checks targeted at locations whose alias status cannot be statically determined [5].

Other work [40] has observed that alias analysis passes may claim no-alias when aliasing in fact occurs. In their work, the authors assume that this situation happens due to bugs in compilers, not because of deliberate speculation as in our work. Still, their proposed method of using runtime checks to dynamically detect aliasing may be a useful combination with our work.

Apart from PETOSPA, there is a wealth of literature on identifying the limits of compiler optimizations and the effect of speculatively added or removed information, including [8, 30, 32].

Alias analysis is an active research field, with recent ideas including finding alias information using deep learning [10], using alias information to exploit undefined behavior for performance gains [24], using alias analysis as a basis for debugging and security analysis of android applications [1], or making improvements to alias analysis for batch queries [37]. Many other papers make substantial improvements to alias analysis techniques and their use [7, 11, 15, 18, 29, 31].

8 CONCLUSION AND FUTURE WORK

Beyond the applications in this paper, we believe that there are various use cases for ORAQL, including the following:

**Sporadic source code tuning.** Developers who modify and annotate their program can achieve better performance. In contrast to marking all arguments as “restrict,” the ORAQL workflow minimizes changes to the program while retaining most benefits, which is useful because any annotation induces maintenance cost—for example, the invariant has to be preserved over time.

**Compiler development.** ORAQL can be used to identify the most important missed cases. By focusing on the most important kinds of conservatively answered aliasing queries, one can provide specialized analyses and representations for information. The goal is to ensure their impact is known to be useful in practice, not only on contrived examples, while at the same time their overhead is kept lower than that of generic alternatives. Since the most costly alias analysis are often disabled by default because of their scaling behavior, specialized versions that cover the most important cases provide a new trade-off not available so far.

**Bounded search space** for alias analysis-related tuning techniques. Selecting the appropriate subset of analyses for a program or domain (e.g., out of the seven provided by LLVM 14) and the best values for their respective hyperparameters was in practice done by hand. A bounded search space allows stopping if the improvement potential becomes negligible.

In our current design we allow existing alias analyses to answer a query first before we fall back to the ORAQL pass. Consequently, we cannot overwrite no-alias and must-alias results derived earlier in the chain. While this does not prevent ORAQL from identifying (almost) perfect alias information, it prevents us from categorizing the effects of already known queries. We are investigating a design in which we can effectively block existing analyses and provide more pessimistic results in order to determine the effect on subsequent passes and performance.

Future work should determine whether ORAQL combined with optimistic source annotations or optimistic must-alias responses can unlock performance gains or help confirm the lack of transformations as the main performance bottleneck for HPC applications. Furthermore, we expect ORAQL to be used in different domains where the impact of insufficient aliasing information could be larger because of more frequent use of indirections and pointers.
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